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Nuclear medicine renal studies can be performed using slow-
rotation SPECT, but reconstruction of such data is largely un-
derdetermined. Methods: A new method of reconstruction of
data acquired using slow camera rotations was developed. In
this method we used a factor model of the data in which the
factors and factor coefficients were determined by modeling
their relationship directly with the projection measurements.
This was done by solving a least-squares problem that fits the
projections of factors and factor coefficients to the projection
data with nonnegativity constraints imposed on the solution.
The method was tested on computer simulations and applied to
experimental renal °®mTc-mercaptoacetyltriglycine canine and
patient studies. Results: Computer simulations showed that the
extracted time-activity curves of kidneys agreed well with the
simulated curves for data with noise levels similar to those in the
experimental studies. In the canine study, the method showed
that >2 factors were necessary to adequately reproduce the
kinetics of the kidney. In the patient study, the method was able
to extract separate factors that correspond to the kidney cortex
and the kidney pelvis. Conclusion: The computer simulation,
the canine study, and the patient study all show that reconstruc-
tions of the data obtained with 1 detector displayed artifacts,
whereas reconstructions of the data obtained with 2 and 3
detectors were free of artifacts. Computer simulations showed
that the method gives accurate results that allow quantitation.
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namic data acquisition is a planar study. After the data
acquisition, regions of interest (ROIs) are drawn on the
acquired images, and the time behavior of the summed
counts in these regions is obtained. The relation between
counts in a given ROI versus time generates a time—activity
curve. The time—activity curves can also be extracted auto-
matically from a series of dynamic planar images by using
factor analysis of dynamic structures (FADZ).(

A disadvantage of the planar data acquisition is that the
counts from different organs may be superimposed. As a
result, time—activity curves from ROl measurements repre-
sent the time behavior of the sum of the activities from these
organs. The results obtained with FADS in planar renal
imaging are not unique because of the complete overlap of
the kidney with the background). Also, planar imaging
does not provide quantitative results because accurate cor-
rection for photon attenuation cannot be performed.

Quantitation in renal studies is important. One of the
applications of quantitative renal imaging is calculation of
the glomerular filtration rate (GFR), which is an important
indication of kidney function. The GFR is most accurately
calculated using invasive blood sampling. The GFR can
also be calculated from radiographic planar studies; how-
ever, because of a lack of accurate quantitation in the
radiographic studies, the GFRs calculated this way are not
accurate.

To overcome these limitations, SPECT techniques have
been investigated for use in dynamic cardiac studis (
The tomographic acquisition protocol of the dynamic data

Nuclear medicine renal studies are performed by megsn pe based on either fast or slow camera rotations. In

suring the clearance of radiopharmaceuticals from the Kighst-rotation acquisition, a complete set of tomographic data

neys to determine kidney performance. One of the commpn,cquired over a very short period of time (approximately
agents used in these studies’38Tc-mercaptoacetyltrigly- 1 s) resulting in low count projections and noisy images in
cyne (MAG3), which offers major advantages in clinical Usg§, o reconstructed series.

over other agents because it provides a better target-toy, g inyestigation we used a slow-rotation approach to

background ratio and, thus, a better contrast in the acqu'r&%amic data acquisition. During the acquisition the camera

images 1).' . rotates slowly around the object. Such acquisition is similar

. Dy_nan_‘nc stud_|es are used to measure #&c-MAG3 to that of a standard static acquisition of SPECT data. Only

kinetics in the kidneys. The most common method of d)g small number of rotations of the camera are made during
the scan %-10.
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Various methods in PET and SPECT have been used to
estimate parameters of kinetic models directly from projec-
tions (L1-19. These methods can also be used with the
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slow-rotation acquisition. However, all of these methods atkat have the same temporal behaviai)( Mathematically this
based on an assumed kinetic model that governs the changfgsbe expressed by:

of the radiopharmaceutical in the object. Some methods

require simultaneous reconstruction of tomographic images S

acquired by fast rotation to estimate the object boundary At) = 2 G Fy(t), Eq. 3
(15,16. Other methods estimate an initial set of exponential =t

factors through eigenvalue analysis of projected dynamjgerec, is the value of thesth factor coefficient for pixel and
sequencesl(). F4t) is the value of thes-th factor at timet. Usually, as in the

In this article we describe a technique that does neihDS method, the number of these groups (number of fagprs
require any kinetic model but, rather, reconstructs a sig-equal to the number of physiologic factors—that is, factors
guence of dynamic images from these inconsistent projexctually present in the medical image. However, in the method
tions using a factor model of the dynamic physiologipresented in this article, the number of factors was not restricted to
images 20). In this method, each reconstructed dynamide number of physiologic factor2@). Using the factor model, the
image corresponds in time to 1 camera stop, unlike in tfgmber of unknowns is equal &K + N), which is substantially

fast-rotation method in which 1 dynamic image Correspon&_%"’er than the initiakKN number of unknowns. For renal studi@s _
to a full tomographic set of projections. is usually equal to 2 or 3. Although the number of unknowns is
We present the theory and the results of the tomograpﬁ?guwd by introducing the factor model, it also causes the objec-
factor reconstruction method using data from a com utt“fe function Equation 2 to be nonlinear. Using Equations 2 and 3,
. . 9 . - P e objective function becomes:
simulation of renal uptake of a radiopharmaceutical. The
method was also applied to experimerf@lTc-MAG3 ca MK s s
nine and patient studies S (2i105(0) - G- F(O) — P()
p ' fLS(C; F) = 2 I’:‘)(t) .
J

jt=1

Eq. 4

MATERIALS AND METHODS . . .
To ensure the nonnegativity of the resulting ma&ixnonnega-

Objective Function tivity constraints are imposed by adding the tefgyC, F) to the
The counts in the projection bijntaken at the time, Pj(t), are  opjective function:

expressed by the following projection equation:

N fneC,F:'HCis YHFstv Eq. 5
Pj(t)zzaji(t)'Ai(t)- Eq. 1 {C.P i,s§::1 ( )+1§1 (FO) q

i=1

The value ofy;(t) is an element of a system matrix. The symboYvhere
i is an index of the pixel in the dynamic image, and A(t) al x<0
represents the activity in pixel at time t. Coefficientc(t) is H(x) :{ 0 x=0
proportional to the probability that the photon emitted from pixel '
i at timet is detected in bin of the projection taken at time N ith a being a penalty constant. Although the results presented in

is the number of pixels in the image. It is assumed in Equationis article are for a 2-dimensional (2D) case, all equations are also
that the activity in the object remains constant during the measu(gyiq for a 3-dimensional (3D) case.

ment of each projection.
A can be estimated by constructing and minimizing a weightgel
least-square objective function: ’

Eq. 6

The minimization of Equation 4 yields optimal values@fnd
which usually are not physiologically meaningful—that is,
images of the factor coefficients may not correlate with physio-
R logic regions and factors may be substantially different than the
(Fi(t) — Py(1)? real-time behavior of the pharmaceutical uptake and washout in
|5j(t) Eq.2 organs. MatricesC and F are not physiologically meaningful
because (a) in general, the valueSik different than the number

The value of(t) is the experimental value of counts in hth ~ Of physiologic true factors present in the image, and (b) matrices
projection bin collected at the projection taken at timy! is the C andF, which result from the minimization, are not mathemat-
number of bins in the projections amdis the number of projec- ically unique. This nonunigueness of the tomographic factor anal-
tions. ysis solution is similar to the nonuniqueness of FADS discussed

The solution to Equation 1, which is obtained through optimielsewhereZ2,23. The dynamic sequende obtained using Equa-
zation of Equation 2, is largely underdetermined. The number 8on 3 is the final result of the method.
unknowns is approximately 100 times higher than the number of The data were processed on a SUN SPARC ULTRA 60 (Sun
equations. The solution of Equation 1, without constraints, corrbticrosystems, Inc., Mountain View, CA). Each reconstruction
sponds to the reconstruction of an image at each time point froequired approximately 20 h of computing time per slice. The same
only 1 projection when 1 detector is used or from 3 projectiorstarting point was chosen for all of the optimizations. The matrix
when 3 detectors are used for the acquisition. C was initiated with a constant value of 0.1. Initial factors were

To reduce the number of unknowns, the factor model of the ddtaear functions of time. The initial values of tl@&F matrix were
is used. This means that each image is built from groups of pixapproximately 10. The conjugate gradieB#) method was used

M,K

fis(A) = >,

jt=1
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for the optimization. Iterations were terminated when the relative Another set of computer simulations was performed to simulate

change in the objective function was10-¢. abnormal uptake in the RK and the normal uptake described by
. . Equation 7 in the LK. The abnormal uptakg(t) was assumed to
Computer Simulations be an asymptotic increase of activity in the kidney and was

Computer simulations were performed to verify the validity 0fjescribed by the following equation:
the reconstruction methods. Uptake of the radiopharmaceutical in

the cortex of the kidney was simulated by the following function: Nap(t) = (1 — exp(—0.693/T,,)). Eq. 9
(1 — exp(—0.693/T-,)) t=ty Projections of the 2D phantom were then generated. Each
n(t) = { IA exp(—0.693t — t)/Ty,) t>t,, Eq. 7 projection had 128 bins and a total of 120 projections was taken.

where A = (1 — exp[—0.6934T.,]). Time in Equation 7 was

represented by ty was the delay time introduced by the cortéx, A B
was the half-life of the biologic clearance from the kidney, &nd
was a scaling factor. The background activift) was simulated as
the exponential decrease of (Fig. 1):

b(t) = 1° exp(—0.693/T%), Eq. 8

with 1B being a scaling constant for the background arfi/gbeing
the half-life of the clearance of the activity from the background
The shapes of the kidneys were simulated as ellipses (Fig. 2A), 4
the activities in the left kidney (LK) and the right kidney (RK)
were simulated using Equation 7. For the LK parametessas FIGURE 2. (A) Phantom used in computer simulations. Bright
equal to 80ty and T, were 220 and 400 s, respectively. For themall ellipses correspond to simulated kidneys. Large ellipse
RK, the same time parameters were used lawds equal to 100. representing body outline is divided into left body background

The background was assumed to be uniform, and the amplifude-B) and right body background (RB), which have different in-
ensity levels (shown as different shades). Rectangles encom-

in the left portion of th kground (LB) (Fig. 2A) was 1!

an::i teheeatrrﬁ)pc))IiiL? dec:‘o: tﬁebﬁgzt?)%%)?bc;tkgrgun) d((RgB) W;s ; ST ass ROls used for time—activity curve extractions. (B) Image of
B8 " left kidney (LK) in canine study superimposed on attenuation

value O_le/z was 1_’600 S. A”_Of the above values were chosgn 1:r%ap approximately 4 min after injection. Rectangular regions

approximate the time behavior of the curves observed experimeiarrespond to ROIs used for extraction of time—activity curves

tally in renal studies. The above equations were derived frogt LK (small 3-pixel ROI) and background (large 50-pixel ROI).

earlier work @5). Dog was positioned off-center during experiment.
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A 3-head detector acquisition was simulated with the heads pdsi-
tioned 120° apart (Fig. 3A). The first 60 projections were taken for
8 s each over a 180° clockwise rotation of the camera, and {
other 60 projections were taken for 16 s each over a 180° co\

1 11
a e
n_

terclockwise rotation starting from the end position of the firgt

phase of the acquisition. Uniform attenuation throughout the object O O
was simulated with an attenuation coefficient equal to 0.15cm
A perfect parallel-hole collimator was assumed, and scatter gn

collimator blurring were not included in the simulations. Poissan %

noise was added to simulate noisy data. Two levels of noise were

simulated. The total number of counts per head per slice during the

entire study was equal to 220 and 110 kilocounts (kcts). For t1eB
normal study, in which both kidneys were simulated using Equp-

1

tion 7, 3 simulations corresponding to 3 different noise levels (o %m
noise, noise level 1, and noise level 2) were performed. The normal

study consisted of a simulation with 2 physiologic factors with the

activities in the pixels subject to change according to either EqUa- O O

tion 7 or Equation 8. For the abnormal study, 3 simulatior|s

corresponding to the same 3 different levels of noise were also

performed. The abnormal study corresponded to a simulation of 3
physiologic factors: normal uptake in the kidneyt); abnormal
uptake in the kidneyn.(t); and activity in the backgroundyt). FIGURE 3. Diagram of acquisition protocols used in com-
Ten noise realizations were used. The number of heads used forgheer simulations (A) and experimental canine ®MTc-MAG3 re-
reconstructions and the number of fact&# Equation 4 were nal study (A) and experimental patient ®*™Tc-MAG3 renal study
varied. (B). (A) In first phase of acquisition, 3-detector camera rotated

The computer simulation study was divided into 3 phases. In tf@m I to Il in clockwise direction and acquired 60 projections_for
first phase, the results of studying the number of detectors in theS_8ach over 180°. Camera was then returned to starting

acquisition were investigated. In the second phase, the effectsPgfition () and, during second phase, it rotated in clockwise

the number of factors used in the reconstruction were consideraﬂectlon and acquired 60 projections for 16 s each over 180°.

I

. . " For patient protocol, camera in first phase of acquisition
In the third phase, the results of the reconstruction of the data Wit .14 90° clockwise and acquired 64 projections (from | to II).

different levels of noise were obtained. During second phase, it rotated back (from Il to ) in counter-
The number of reconstructed images equaled the number ®fckwise direction and acquired 64 additional projections. Du-
projections; for the computer simulation, each image was %00 ration of all projections in patient study was 10 s. Number of
100 pixels. The kidney ROIs were rectangles ofx62 pixels dots indicates detector number.
centered on the kidneys. The background ROIs were twi 10
pixel squares positioned over the left and right parts of the ph
tom. These ROIs are presented in Figure 2A.
The accuracy of the reconstructions was assessed using?
following error measuré:

agéquired using a 15% energy window positioned at 140 keV. No
ﬁatter correction was performed.

?Jsing our reconstruction method, 120 images, each comprising

100 X 100 pixels, were reconstructed and time—activity curves

KNG — N were determined for the selected ROIs. The kidney ROI spanned

TS NG Eqg. 10 3 pixels, which were determined as the pixels with the highest
= values of factor coefficients (matri€) that corresponded to a

whereN(t) is a reconstructed time—activity curve that is an estkidney. A background ROI comprising a rectangle ofx510
mation of the trueN(t). pixels positioned below the kidneys was chosen. The ROIs for the
canine RK are marked in Figure 2B.

Canine Study Before the emission acquisition, a transmission scan was ob-

The canine study was performed using a 3-detector IRIX cafjyeq to acquire attenuation maps. Transmission scanning was
era (Marconi Imaging Systems, Inc., Cleveland, OH). The camefa tormed using 4*®Ba point source with an asymmetric cone-
was equped with hlgh-resolutlon, parallel-hqle collimators. T eam geometry26). The maximum-likelihood expectation max-
tomographic study consisted of 2 pha}ses (Fig. 3A). In the f',rﬁhization algorithm was used for reconstruction of the attenuation
phase, the 3-head camera rotated continuously over 180° acqwrmgps_ The attenuation maps were rescaled from the 356-keV
60 views per head (128 128 pixels) fo 8 s each. It took 21 s for energy to the 140-keV energy 8FTc. Because the dog was not
the camera to return to its initial position before the second ph ved between the transmission and emission scans, no realign-

started. In the second phase, which also acquired 60 projections,; petween the attenuation maps and emission data was needed.
over 180° in the same direction as the first phase, each view was

acquired for 16 s. Approximatell h after the tomographic study, Patient Study

the planar study was performed; 180 views were acquired, each forThe patient study was performed using a 2-detector eCam camera
8 s. The radioactive bolus 8#"Tc-MAG3 (333 MBq for SPECT (Siemens Medical Systems, Hoffman Estates, IL) equipped with
and 407 MBq for planar study) was injected through an intravégh-resolution, parallel-hole collimators. For the tomographic study
nous catheter placed in the left front leg of the 22.3-kg male ddige detectors were positioned at a relative angle of 90° (Fig. 3B). As
at the same moment the acquisitions commenced. Data wereghe canine study, the acquisition consisted of 2 phases. During the

E(N) =
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first phase the camera was rotated 90° clockwise and acquilRESULTS
a total of 64 projections (12& 128 pixels) for 10 s each. It Results of Computer Simulations

took approximately 150 s for the camera to reset before phase . . .
2 commenced. Phase 2 consisted of a rotation from the endAIthoth projection data were simulated using 3 detec-

position of the first phase, 90° counterclockwise. The patiefRrS: reconstructions using data from 1, 2, and 3 detectors
was in a supine position during the acquisitions. A planar studyere performed and the results were compared. In Figures
was also performed, during which 300 views were acquired fd/A and 1B, the activity curves obtained from the recon-
5 s each. The planar study was performed approximately 8skructions of the data taken with only 1 detector are pre-
before the tomographic study; therefore, the activity had almosénted. These curves are compared with the true curves of
Cfrgp'ete'y defcayeddar;‘:} Wasdhed t‘?”t ;vhlen t?es;gm'v?grafrﬂffe LK and the RK (Fig. 1A), and for the LB and the RB
study was performed. The radioactive bolus o q fof; -
SPECT and 37 MBq for the plandP™Tc-MAG3 study was (F|g. 1B). T'he r.esults. show some dlsagree_ment between the
gurves, which is attributed to the ambiguity of the recon-

injected into the left arm of the 40-y-old, 90-kg, healthy mal ) o ) . o
patient at the same time the acquisitions commenced. struction from projections using 1 detector. This ambiguity

The attenuation maps were acquired simultaneously with tMéll be discussed later. Figures 1C and 1D present time—
emission acquisition using a multiple line source transmissidgictivity curves obtained for the LK and backgrounds using
system 27). The values of the attenuation coefficients wer@- and 3- detector reconstructions. The reconstructions with
rescaled from the value that corresponded to'#@d 100-keV 2 and 3 detectors remove the ambiguity artifacts, and the
energy to the value of the attenuation coefficient that corrgstimated kidney time—activity curves are very similar to the
?g’r‘;:gjd;;c:\hi:g:ssn;rgg'_n':': anggiggjére?tgg ,‘;"‘f gertrue curves. Results presented in Table 1 show the presence

o u image w PIXEIS N SIz€. large errors when the reconstruction was performed using
The kidney ROI selected over the cortex comprised 3 plxela, ta from 1 detector and show a sianificant reduction in
and the procedure used to select the ROl was similar to t & 9 ¢
procedure used in the canine study. The kidney ROI sizes &H0rs when 2 and 3 detectors were used in the reconstruc-

small because the sizes of the kidneys in the transverse sli¢@$ process. The number of factors used in the reconstruc-

are small. tion (Sin Eq. 4) varied from 2 to 5. The results of the
TABLE 1
Values of Curve Differences Obtained in Computer Simulations
Simulated E(N) (x1072)
uptake Noise Heads* St LK RK LB RB
Normal None 123 2 0.2 0.3 0.6 0.4
123 3 0.4 0.6 1.0 0.6
Level 1 1 3 30.0 27.2 23.2 17.8
2 3 10.0 8.6 20.6 29.8
3 3 21.7 21.9 37.6 15.8
12 3 3.0 2.3 10.1 4.0
23 3 4.2 3.4 8.4 4.4
31 3 Sg/; 4.6 6.8 6.2
123 2 3.7 0.8 3.9 +1.1 9.1 £3.2 57+x1.2
123 3 28 £ 0.7 32*x1.2 8.5 3.0 50x13
123 4 2.8 +£0.7 29=*1.0 8125 4713
Level 2 123 2 5.7 0.7 6.0+ 1.1 26.7 7.8 16.7 = 3.3
123 3 4.7 +0.7 4.7 =141 26.1 £ 8.0 145 4.0
123 4 52+ 0.6 5111 23.8 £ 6.6 14.4 = 3.7
Abnormal None 123 3 0.7 0.6 0.5 1.7
123 4 0.4 0.7 1.0 0.7
Level 1 123 3 10.5£1.0 6.7 £ 0.7 12977 6.7 £29
123 4 3.5*05 3804 10.3 = 3.4 5112
123 5 3905 3.8 0.5 8.7 £25 51x15
Level 2 123 3 11.0 £ 3.5 70x14 243 + 6.6 12.7 £ 3.1
123 4 7.4+x14 6.4 12 235 +55 11.7 = 3.6
123 5 6.9 = 0.9 54 +11 21.1 £ 6.5 11.0 £ 3.5

*Numbers indicate which detectors were used for reconstruction. Detectors are numbered using scheme from Figure 3A.

tValue of number of components used in Equation 4.

Values of means of curve difference (see E(N) in Eq. 10) and their SDs calculated using 10 noise realizations are given for some cases.
Because calculations of means and SDs were performed on limited random sample and E(N) has unknown distribution, these values are
approximations.
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simulations with different values o are summarized in
Table 1. We found that when increasiSghe quality of the
reconstructions was not affected with the exception of|1 A
case. In the abnormal case, a clear difference in accuracy 150

head 1

can be seen between the reconstructions made Svith3
and the reconstructions with = 4 andS = 5. _ | = a head 12
The method successfully recovers the kidney time—activ-= 100 ¢ o head 123

ity curves at all noise levels when 2 or 3 detectors are used>
Although the reconstructed activity curves of the kidneysf’)

are very accurate (the error given by the measure defined inC

Eq. 10 is approximately 5%), the background is recon- 50
structed with much less accuracy, and for high noise levels

the error was as high as 25%. However, for noiseless data

the errors present in the kidney time—activity curves and the
background time—activity curves were similar. 0 &

0 400 800 1200
Time[seconds]

Results of Canine Study
The total number of counts in sinograms varied from 70 B
to 110 kcts depending on the detector head by which the
data were collected. The anatomy of dogs is such that the
kidneys are separated axially (Fig. 4A). As a result, only|1
kidney is present in any single slice. In the planar ardﬁ‘
tomographic studies we did not observe any differences in>
dynamic uptake and washout within the volume of the'g
kidneys. Therefore, the kidneys were considered to bel le
dynamic component, which means that in the entire volume
of the kidney the dynamics of th¥#"Tc-MAG3 was as
sumed to be the same. The validity of this assumption wjll
be considered in the Discussion.
Figure 5A shows the activity curves of the LK recont 0 # N . 4
structions using data from 1, 2, and 3 detectors. The resylts 0 400 200 1200
are similar to those obtained from the computer simulations. Time[seconds]
The reconstruction made with only 1 detector has artifagts
in the kidney time-activity curves. The curves obtaingd

T T ¥

from the reconstructions made using 2 and 3 detectors are
similar and are free of artifacts.
The number of factors in the objective function was E\ 2
varied in the reconstructions from 2 to 5. Results are pre- >
sented in Figure 5B. There is little difference between the+5
reconstructions made with 3, 4, and 5 components. How-t,
ever, they differ noticeably from the curve reconstructgd 1
0 = : ' .
0 400 800 1200
Time[seconds]

FIGURE 5. Time-activity curves obtained in canine study for
LK. (A) Comparisons of reconstructions made with 1, 2, and 3
detectors. (B) Curves of LK derived from reconstructions made
with 3-head camera with different values of parameter S. (C)
Background curves reconstructed using data from 3 detectors
(123) and with parameter S = 3; 3 curves correspond to 3
FIGURE 4. Summed images of planar studies for canine different ROls. Only every third time point is shown when sym-
study (A) and for patient study (B). Black lines on images cor-  pols are used.

respond approximately to slices that were reconstructed using

SPECT.
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with S = 2 because the factor model wigh= 2 does not slice that corresponds approximately to the slice marked in
adequately describe all dynamic changes associated with the results of the planar study in Figure 4B. The factors and
radiopharmaceutical uptake and washout that occurredfactor coefficients presented in Figure 6 were obtained
the canine study. through the minimization of the objective function (Eg. 4).
The background curves obtained from the projection r&ecause this slice contains the kidney pelvis of the LK (Fig.
construction are presented in Figure 5C. It can be seen thA&), a distinctive factor is extracted. Its coefficient image
these curves are inaccurate because it is expected thatcacresponds spatially to the pelvis of the LK (Fig. 6C). The
tivity in the background decreases monotonically and tlsame slice does not contain the pelvis of the RK, so it is not
curves presented in Figure 5C do not. An image of the Lidsible in the coefficient image in Figure 6C.
obtained 4 min after injection is presented in Figure 2B, in Figure 6B presents the coefficient image that corresponds
which the image of the LK in this figure is superimposed oto the kidney cortex. The other 2 components in Figures 6A
the corresponding attenuation map. Results for the RK aaad 6D correspond to the background. As can be seen,
not presented, but they are very similar to the results priactor coefficient images in Figure 6 correspond to the
sented for the LK. physiology of the kidney. The combination of 4 presented
factors gives the time—activity curve of a desired region.

Results of Patient Study The time—activity curve of the cortex for the RK (for which

In the reconstructed slice the total number of counts f%ere is no pelvic component) is presented in Figure 6E
detector head 1 was 130 kcts and for detector head 2 S P P P 9 '

140 ko, Examiing the planar stucy, the cynamics o 1 U0 Sl urve s IOy dieren en et
uptake of?*"Tc-MAG3 in the patient study varied in dif P 9 y P 9 ’
ferent parts of the kidney. Unlike the canine study, more
components were required to describe the dynamic chan&é§cuss'°N
in the kidney. Two regions with different dynamics in the In the reconstruction of the computer-simulated data, the
kidney were observed. One region corresponded spatiallypmjection and backprojection operations used to generate
the kidney cortex and the other region corresponded sythe data were the same as those used in the reconstruction.
tially to the kidney pelvis. The main temporal differencéAs a result, there was no mismatch between the system
between these 2 regions was that the maximum activity mnatrix used to create the data and the system matrix used in
the cortex appeared earlier than did the maximum activity the reconstruction. Using these simulations it was shown
the pelvis. that the method was able to accurately reconstruct the
Figure 6 presents the results of the reconstruction ofdgnamic changes of radioactivity in the kidneys for noise-

3 . est .

IS k) t 8

o« %@ * ? .“’o‘:q
KXY L AR DAL

+RK TAC

FIGURE 6. Reconstructed factors and el

factor coefficients of patient study. (A and
D) Background. (B) Activity in kidney cor- ) 55 ’”‘

tex. (C) Activity in kidney pelvis. (E) Time- r Vo
activity curve (TAC) of RK, which is combi- | Shene ]
nation of A through D. Gap in data AN
corresponds to time needed for detector 0 : ’ -

configuration (Fig. 3B) to reset between 0 4()(1[11“(\[5325)1(18 1200
phase 1 and phase 2 of acquisition. )

Activity
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less and noisy data. Although the background was recdrem only those nonzero projections. These artifacts are
structed accurately for data without noise, the quality of th@milar to those present in tomographic image reconstruc-
reconstruction of the background decreased significantlpn when there is not enough angular sampling. These
when noise was present in the image. The poor quality sfreak artifacts indicate the directions at which the detectors
the reconstruction of the background, compared with thveere present at the time the factor had a nonzero value.
quality of the kidney reconstruction, is attributed to a loWwhese artifacts can be reduced using 3 detectors. Artifacts of
number of counts in the background that cause significahis kind are not present in other factors that are nonzero
noise. during the entire scan (Figs. 6A, 6B, and 6D).

An important aspect of the reconstruction from projec- The reconstruction method performed well when the real
tions is the ambiguity that occurs when the reconstructionganine data were analyzed. However, the observed uptake
performed using data obtained from only 1 detector. Thif 9"Tc-MAG3 in the canine study was quite different and
ambiguity leads to errors in the extracted curves. The esimpler than that in the human study. In the canine study,
planation of the ambiguity is presented in Figure 7. Fahe kidneys appeared to have the same dynamic uptake
some projections, objects appear to overlap spatially whe#itroughout the entire volume. Therefore, the whole kidney
viewed from the direction of these projections. This allowsould be treated as a single factor. In the human study, the
their activity curves to be mixed during the time at whichime course for the activity was different in the kidney
the ambiguous projection is taken without causing argortex than that in the kidney pelvis. As a result, the dy-
change in the value of the objective function. The artifactsamic uptake of**"Tc-MAG3 in the kidney had to be
created by this effect can be seen in Figures 1A and 1B. Téescribed by 2 factors. We attribute the difference between
decrease in the kidney curve corresponding to the projahe dynamic behavior in canine and human kidneys to
tions taken at approximately the 350th second is compatfifferent states of hydration and anesthesia of the dog and
sated for by an increase in the background curve at appreie patient. Also, in the case of the dog, the limited resolu-
imately the same time. This ambiguity is not present whaibn and smaller size of the kidneys may make it difficult to
data from>1 detector are used for the reconstructiorsee any additional components.
because at each projection different sections of the objeciDuring the reconstruction process there was no correction
(Fig. 7) are spatially separated on at least 1 detector. Thisrformed for the detector response. As a result, there was
ambiguity will not be important when other constraints argpatial overlap between the reconstructed coefficient images
used, such as ir8J, where the constraint is used so that th¢rig. 6) that were close to each other (pelvis and cortex).
activity in a pixel can only increase or decrease constantfhis overlap prevented an easy extraction of the time—
over time. activity curves that corresponded to the kidney pelvis and

Another artifact can be seen in Figure 6C, where the kidney cortex when both components were present in
factor coefficient image corresponding to the kidney pelvitie image. There are several ways to overcome this limita-
region seems to have a star-like shape. This artifact tisn that must be considered in future work. First, correction
created because the factor for the pelvis is nonzero for orftyr the detector response can be used to help improve the
a few projections (Fig. 6C), so the image is reconstructedconstruction, but we believe that such correction will not
solve the problem completely. Second, the true physiologic
curves can also be extracted directly from the projections as
in (6), although the nonuniqueness problem must be ad-
dressed correctly in this approach. Third, extraction of
1 2 time—activity curves from the images reconstructed by the
< D ‘ t method presented in this article can also be improved using
FADS (21-23,28 instead of ROl measurements.

A

B C
b A CONCLUSION
m 1 1 In this study we developed a dynamic tomographic re-
z } , = 5 construction technique that is based on a factor model of
% : E physiologic data that allows reconstruction of the dynamic
< ]—‘-I - » | sequence of images from the data obtained from slow rota-

tions of the camera. The efficacy of using this technique in
renal studies was investigated.

FIGURE 7. Example of ambiguity of reconstruction from The most significant motivation behind this work is that
1-detector system. (A) Two objects (1 and 2) and detector head i, 1omographic studies proper attenuation correction can be
taking projection at time t. Objects overlap in this projection. lied. wh . | tudi it cannot. In comouter
Time—-activity curves of these objects (B) result in set of projec- app e ! whereas In planar studies 1t ca ) P
tions identical to those that correspond to time-activity curves ~ Simulations we showed that we were able to accurately

in C. Thus, reconstruction from such projections is ambiguous. reconstruct the dynamics of the tracer in the kidney, even

I
t . .
Time Time
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with the presence of realistic noise, when at least 2 detectdtsFormiconi AR. Least squares algorithm for region-of-interest evaluation in emis-
were used. Data obtained from 1 detector were not enoug
to reconstruct kldney dynamlcs without artifacts. The systems having list-mode dat&EE Trans Nucl Med1984;31:925-931.

method extracted kidney time-activity curves irf°aTc-

13

MAG3 canine study and time—activity curves of the kidneY
cortex in a patient®Tc-MAG3 renal study. Further studies 4
are needed to better understand the complex dynamic18fchiao PC, Rogers WL, Clinthorne NH, et al. Model-based estimation with
99MTc-MAG3 in canine and patient data.
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